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1. Better results than classical segmentation 2.Training on synthetic images

Experimental image

Crop from experimental image Classical segmentation BlobNet segmentation
(also used as Ground Truth)

Objective: Find the positions e Segmentation by BlobNet con-
ofdths .centers ofdgll par]’glcles the KMeans algorithm and cal- volutlon.al Qeural Inetyvolrlk that
and their corresponding surfaces culating a distance image. was trained on classically seg-

In experimental images. | mented images.
e Not autonomous, It needs ad-

justments for at least every dif-
ferent experimental setup.

e Classical segmentation using

Randomly generated synthetic training image

e Produces consistently better e Synthetic image generation is a way of augmenting the quantity of
segmentation results on valida- training data.
tion images than classical seg-

_ e Generating images leads to perfect ground truth segmentation. This
mentation.

further enhances the network'’s performance.

3.How it works? 4. Training of the network

Training

e Randomly initialised weights

/ e Training loop: -
Tnput / — Network applied to a batch of Input Images id i ' nput image

Image — Loss calculated on output image

BlobNet — Weights update
(= -

Ground Loss: L2 metric
Truth The Loss L on an output image Is calculated:
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y (Ground Truth) are tensors of arbitrary shapes, epoch 80

Representation of the training setup

with n elements. The Loss on individual images is '
then averaged over a batch containing 8 images. —— Loss on training images m'w

- | 0SS on Vvalidation images
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Evaluation of losses throughout training process and network output on the same
test iImage In different training stages

5 The Structure Of the Convolutional Neu ral Network e During "Training", the network is applied to a batch of images, the loss on the

output images Is calculated, and the network parameters get modified in a way
that the Loss decreases. -> Gradient Descent

. . . . . . e [he best way to change parameters in order to decrease Loss Is to change
e Theinput image isa H x W x 3 dimensional tensor in case of N o . .
an RGB image them to the opposite direction of the Loss function’s gradient with respect to
S— Suto | | | | the given parameter -> Need to compute Gradient -> Backpropagation
Image imaae|| © 7 layers, each produces intermediate outputs of dimension H x . .
. . . . e Numerical gradients are slow to compute and error prone. -> Staged com-
W x 24. Every intermediate output I1s a 24 channel image. . . . . . .
putation of analytical gradient. The analytical gradient of every mathematical

® Each layer's every channel convolvessvziich each channel of the operation is calculated, and values backpropagate from the end of the function
s=1 2 3 4 5 6 7 previous layer. A dilation of rs = 2°7" (s augments at each to the parameter at the beginning. Thus we know how to change the given

7 convolutional layers of BlobNet |ayer).tlz applied | | parameter to reduce Loss.
The " channel of layer L is computed from the previous

layer’s channels as follows:
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e Where L}’?_l IS the jth channel of layer LS~ 1, b? is a scalar bias

Each intermediate layer is composed of 24 a_nd Ki,j sa3 X 3 c_onvo_lutl_on kernel. The operator %, is a 0. Y (x) and (I)(x)
dilated convolution with dilation 7.
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channels. Every channel convolves with each
of the input channels with a 3 x 3 e [ he dilation Iin the convolution acts as a spatial filter. r¢ — 1

convolution kernel. holes are inserted between elements throughout convolution. e Y%x) = Asx + usBN(x) s the adaptive batch normalisation func-
frequencies are seen. learneable parameters alongside all other parameters of the network.

— Second layer: s = 2, rs = 221 = 2. One hole is inserted o = max(ax,x) is a point-wise nonlinearity, called Leaky Rectified
(as on picture at left), high frequencies filtered. Linear Unit (LReLU) [3], where we use & = 0.2

— etc... 2] : S. loffe and C. Szegedy, Batch normalization: Accelerating deep network training by reducing

Graphical explanation of a dilated [1] : Q. Chen et al., Fast Image Processing with Fully-Convolutional Networks, internal covariate shift, ICML, 2015
convolution with 3 x 3 kernel ICCV, 2017 3] : A. L. Maas et al., Rectifier nonlinearities improve neural network acoustic model, ICML, 2013
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